
ABSTRACT 

The growing role of targeted medicine has led to an 

increased focus on the development of actionable 

biomarkers. Current penalized selection methods that 

are used to identify biomarker panels for classification 

in high dimensional data, often result in highly 

complex panels that need careful pruning for practical 

use. 

We propose a stepwise forward variable selection 

method which combines the 𝐿0 with 𝐿1 or 𝐿2 norms. 

The penalized likelihood criterion that is used in the 

stepwise selection procedure results in more 

parsimonious models, keeping only the most relevant 

features. Simulation results and a real application 

show that our approach exhibits a comparable 

performance with common selection methods with 

respect to the prediction performance whilst 

minimizing the number of variables in the selected 

model resulting in a more parsimonious model as 

desired. 

Results 

INTRODUCTION 

In the biomarker research area, penalization 

techniques provide an attractive approach to the 

variable selection and are rather appealing due to 

their sparse representation and good predictive 

accuracy. In genomic research, an 𝐿1  penalty [1] is 

routinely used due to its convexity and optimization 

simplicity. However, the result of the 𝐿1 type 

regularization may not be sparse enough for a good 

interpretation. The development of methods to obtain 

sparser solutions is becoming essential part in the 

classification and feature selection area.  

We proposed a stepwise forward approach for model 

selection in the framework of penalized regression 

using a penalty that combines the 𝐿0 norm, which is 

based on the number of coefficients, with 𝐿1  norm 

which is based on the size of coefficients or 𝐿2  norm 

which take into account the grouping effect (i.e. keep 

in the model groups of variables that are correlated).  

 

The aim is to find a model that includes as few 

relevant variables as possible with good predictive 

performance. This is an important consideration for 

classification and screening applications where the 

goal is to develop a test using as few features as 

possible. 

CONCLUSION 

We have proposed a stepwise forward approach for 

model selection in the framework of penalized 

regression using a penalty that combines the 𝐿0  with 

𝐿1 or 𝐿2 norms. The aim is to find a model that includes 

as few relevant variables as possible on the one hand, 

and have good predictive performance on the other 

hand. The combined penalization term  𝐶𝐿𝛼
𝜀 𝛽  that 

was introduced by Liu and Wu [3] was limited to 

moderate datasets due to limitations of the optimization 

algorithm. Considering the heuristic stepwise forward 

approach, we can apply the penalization  𝐶𝐿𝛼 𝛽  and 

𝐶𝐿2𝛼 𝛽  to high-dimensional data by using the BFGS 

algorithm in a stepwise approach which is found to work 

well in practice for nonconvex and non-smooth functions 

[4]. As future work we also consider to apply our method 

to regression problems for variable selection with a 

continuous response as well as time-to-event data. 

METHODS 

We consider the logistic regression model with logit 

link function (𝑙𝑜𝑔𝑖𝑡 𝑝 = 𝑋𝑇𝛽). The vector of n binary 

responses is  𝐲 =  y1, y2, … , yn  and X is an 𝑛 × 𝑑 

matrix of predictors.  

Under the regularization framework, the estimated 

coefficients 𝜷 =  𝛽 1, 𝛽 2, … , 𝛽 𝑑 ∈ ℝ𝑑 are obtained by 

minimizing the objective function    

  −𝑙𝑜𝑔𝐿 + 𝜆𝑃(𝜷) 
where 𝑃(𝜷) is a regularization term and 𝜆 a tuning 

parameter. 

 

The combined 𝑳𝟎 + 𝑳𝟏 penalty 

Following Liu and Wu [2] the penalization term is 

defined as 

   𝐶𝐿𝛼
𝜀 𝛽 = 1 − 𝑎 𝐿0

𝜀 + 𝑎𝐿1  

 

where  𝐿0
𝜀 𝛽 =   

1,       𝛽 ≥ 𝜀

𝛽

𝜀
,     𝛽 < 𝜀

     is a continuous  

 approximation to 𝐿0 and 0 ≤ 𝑎 ≤ 1 
 
The estimated coefficients are obtained by minimizing 

the objective function                 

       −𝑙𝑜𝑔𝐿 + 𝜆  𝐶𝐿𝛼
𝜀 𝛽𝑗

𝑑
𝑗=1             

However, the applicability of the proposed  𝐶𝐿𝛼
𝜀 

penalty was restricted to moderate datasizes due to 

the nonconvexity of  𝐶𝐿𝛼
𝜀.  
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We consider a stepwise heuristic approach where at 

each step we obtain the estimated coefficients by:                   

          𝛽 𝐿1
= 𝑎𝑟𝑔𝑚𝑖𝑛

𝛽

−𝑙𝑜𝑔𝐿 + 𝜆 𝑎  𝐿1(𝛽𝑗)
𝑑
𝑗=1  

The selected model is based on the criterion that 

minimizes  

 −𝑙𝑜𝑔𝐿 𝛽 𝐿1
+ 𝜆𝑎𝐿1 𝛽 𝐿1

+ 𝜆(1 − 𝑎)𝐿0(𝛽 𝐿1
)   (1) 

 

Algorithm: 

 

Given a set of 𝑑 standardized predictors   𝑋 = 𝑋1, … , 𝑋𝑑, 

and a binary response 𝑌 ∈ {0,1}: 
 

Step1: Consider all the univariate models 

          𝑀1: 𝑌~ 𝛽1𝑋1,  𝑀2 : 𝑌~ 𝛽2𝑋2, … , 𝑀𝑑: 𝑌~𝛽𝑑𝑋𝑑   

• Keep 𝑀𝑗, 𝑗 ∈ 1, … , 𝑑  that minimizes (1) 

 

Step 2: With the model chosen in step 1, e.g. 𝑀2, and 

in an additive way we consider all the 𝑑 − 1 models 

(𝑀′) by adding the remaining  𝑑 − 1 variables one at a 

time to the model 𝑀2.   

𝑀′
1 :  𝑌~ 𝛽2𝑿𝟐 + 𝛽1𝑋1 

𝑀′
2 ∶ 𝑌~ 𝛽2𝑿𝟐 + 𝛽3𝑋3   

          ⋮ 
𝑀′

𝑑 ∶  𝑌~ 𝛽2𝑿𝟐 + 𝛽𝑑𝑋𝑑   

• Keep the model that minimizes the function in (1) 

 

Step 3: Continue until the value of the function (1)  

in the current step is bigger than the previous step. 

 

 

The combined 𝑳𝟎 + 𝑳𝟐  penalty 

We also consider another penalty combination, the 𝐿0 

(variable selection) with 𝐿2  norms (grouping effect) and 

the penalization term is the following: 

    

 𝐶𝐿2𝛼 𝛽 = 1 − 𝑎 𝐿0 + 𝑎𝐿2  

RESULTS 

We examine the performance of the proposed stepwise 

method with the above introduced combined penalties 

(stepCL, stepCL2) via simulations and a real data 

application. We include the global minimization (CL, 

CL2) for a comparison, and we also consider the results 

from Lasso and the adaptive Lasso. We compare the 

different methods 

• in terms of model complexity  

• the classification performance 

 

 

 

 

 

Figure 2: Boxplots of the total Variables selected 
by the models (top panel) and the AUC of the ROC 
curves (bottom panel) over the B=1000 
bootstrapped data of the protein data  

The real data come from a biomarker study with 

baseline measurements of d=187 proteins from n=53 

patients. The objective is to extract potential candidate 

markers discriminating responders from non-

responders. 

 

In order to evaluate the performance of the models 

and in the absence of an external validation dataset 

we use bootstrapping. We applied all the methods on 

B=1000  bootstrapped datasets of the protein data, by 

sampling with replacement. Figure 2 shows that the 

the classification performance of the stepwise methods 

stepCL and stepCL2 is as good as the other variable 

selection methods (Lasso and adaptive Lasso), albeit 

including the least predictors. 
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All the functions that were used for the combined 

penalty approach can be found in the R-package 

“stepPenal”, available on CRAN. 

Tuning of parameters α, λ: 5-fold Cross Validation 

was used and the Area Under the ROC curve on the 

validation set is estimated over a grid of values of 𝜆 

and α. The (𝜆 ,α) that yields the 1sd from the  

maximum AUC is selected.  

 

In this poster we will only present results from the real 

data application. Simulation results can be found in [2] 
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