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Abstract
We propose point and interval estimation for adaptive designs. We con-

sider the recently proposed oncology Phase II two-stage single-arm adaptive
designs with binary endpoint, in which the second stage sample size is a pre-
defined function of the first stage’s number of responses. Our approach is
based on sample space orderings, from which we derive p-values, and point
and interval estimates. Simulation studies showed that our proposed meth-
ods perform better, in terms of bias and root mean square error, than the
naı̈ve (fixed-sample) maximum likelihood estimator.

Introduction
Adaptive group-sequential designs offer the possibility of making
mid-course data-driven changes without jeopardizing the integrity of
the clinical trials. Due to this flexibility and gains in sample size as
compared to the fixed-sample designs, adaptive designs are becom-
ing popular. However, new proposals of these designs are mainly
concerned with hypothesis testing and often come without the re-
spective methods for the efficacy parameter estimation. We pro-
pose estimation methods for a class of adaptive single-arm group-
sequential designs with binary endpoint, in which the sample size
of the second stage is a pre-defined function of the number of re-
sponses in the first stage[2, 5]. These designs are intended to Phase
II oncology trials.

Main Objectives
1. Propose alternative sample space orderings;
2. Derive over-all p-value;
3. Propose interval and point estimators.

Materials and Methods

Design
We consider adaptive single-arm two-stage design with a binary end-
point [2]:
• Represented by {n1, l1, u1, n2(x1), D(x1), l(x1)}, where x1, n1, l1

and u1 are stage 1 number of responses, sample size, and futility and efficacy
boundaries, and n2(x1), D(x1) and l(x1) are stage 2 sample size, conditional
error and decision boundary.
•Hypotheses: H0 : π ≤ π0 vs H1 : π ≥ π1

• Trial stops at stage 1 with failure to reject H0 if x1 ≤ l1 or with
rejection of H0 if x1 ≥ u1. Otherwise it proceeds to stage 2, at
which H0 is rejected if p2 ≤ D(x1) or, equivalently, x > l(x1),
where p2 is the second stage p-value and x is the total number of
responses.

Estimation methods
Our proposed estimators [4] for the design above are as follows. De-
note the trial outcome by (m,x1, x), where m is the stopping stage.
Based on stage-wise ordering, we defined a sample space ordering
that take into account the design’s adaptation rule, as follows. A
trial outcome (m′, x′1, x

′) is at least as extreme (against H0) as the
observed trial outcome (m,x1, x) if one of the following conditions
is met:

(A1) m′ = m = 1 and x′ ≥ x

(A2) m′ = m = 2 and δ(x′1, x
′
2) ≥ δ(x1, x2)

(B) m′ = 1, m = 2 and x′ ≥ u1

(C) m′ = 2, m = 1 and x ≤ l1

with δ defined as
•Method 1: δ(x1, x2) = x− l(x1)

•Method 2: δ(x1, x2) = D(x1)− p2(x2)

•Method 3: δ(x1, x2) = 1− C(p1b, p2)

where C is the weighted inverse normal combination function rep-
resented as C(p1, p2) = 1 − Φ

[
w1Φ−1(1− p1) + w2Φ−1(1− p2)

]
,

with

w1 =

√
n1

n1 + n2(x1)
, w2 =

√
n2(x1)

n1 + n2(x1)

and

p1b(x1) = 1− Φ

{
Φ−1 (1− c)− w2Φ−1 [1−D(x1)]

w1

}
.

Based on these sample space ordering, we derived the overall p-
value Q:

Q =


1−B(x1 − 1, n1, π̃0) if m = 1

1−B(u1 − 1, n1, π̃0)+
u1−1∑

X1=l1+1
b(X1, n1, π̃0) Prπ̃0 [δ(X1, X2) ≥ δ(x1, x2)] if m = 2

where B(x, n, π) and b(x, n, π) are the binomial cumulative distri-
bution function and probability mass function.

Exploiting the duality between confidence intervals (CI) and hy-
pothesis tests, we construct the CI by considering all the null hy-
potheses

H π̃0
0 : π ≤ π̃0, with 0 ≤ π̃0 ≤ 1

The one-sided (1− α)100% CI for π is
[
παL; 1

]
where

παL = {π̃0 : Pr
π̃0

((M,X1, X) � (mo, x1o, xo)) = Q(π̃0) = α}

The point estimate (median) is

π̂ = π0.5
L

text
Constraint: Q must be increasing in π̃0

Simulation study
•Objective: Compare performance of the proposed estimates with

the naı̈ve maximum likelihood estimate (MLE), in terms of bias
and root mean square error (RMSE).
•Design 1: (π0, π1, α, β, n1) = (0.2, 0.4, 0.05, 0.1, 20).
•Design 2 : (π0, π1, α, β, n1) = (0.4, 0.6, 0.05, 0.1, 22).
• True π: from 0 to 1 by increments of 0.01.
• Simulation runs: 50 000.

Results
The results for bias is shown in Figures 1 and 2, and for RMSE in
Figures 3 and 4. The vertical line represents π = π1. We used
two versions of the naı̈ve MLE, one that uses all the trial data,
π̂p = [x1 + x2]/[n1 + n2(x1)], and the other that uses the first stage
data only, π̂p1 = x1/n1. The reason for including π̂p1 is that since it
is unbiased, it will serve as benchmark for comparison with respect
to RMSE, i.e., a new estimator would not be desirable if it would
be outperformed by π̂p1 in terms of RMSE. We denote the estimated
response probability by π̂m1 for Method 1, π̂m2 for Method 2, π̂m2v2
for Method 2v2, and π̂m3 for Method 3. Method 2v2 is the same as
Method 2 but with p-value calculated using approximations.

Figure 1: Mean bias of the estimators for the Design 1

Figure 2: Mean bias of the estimators for the Design 2.

Figure 3: RMSE of the estimators for the Design 1.

Figure 4: RMSE of the estimators for the Design 2.

Conclusions

• The proposed estimators outperform the naı̈ve MLE when the true
response rate is in the vicinity of the response rate under H1

• The proposed methods, unlike he naı̈ve MLE, don’t overestimate
the true response rate
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